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• Accelerators
• Quantum



Synchronization. Clock signals.
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(A AND NOT A) should always 
evaluate to FALSE, need a clock signal 
to denote when values are valid, and 
to ignore transients.



The journey of an assembly instruction: 
pipeline

An assembly instruction needs multiple 
stages of combinational and sequential logic 
to execute.

At any given moment, several assembly 
instructions are in-flight.

Image sources: Wikimedia.



The journey of an assembly instruction: 
pipeline

Where does the cache logic in 
setAssociative.v live?

Where does the logic in binSub.v live?

What is the length of the combinational logic 
of binSub.v?

What determines the clock speed?



Microarchitectural support for Instruction Set 
Architectures

Hennessy & Patterson. Computer Architecture: A Quantitative Approach



Instruction Level Parallelism: modern trickery

Hennessy & Patterson. Computer 
Architecture: A Quantitative Approach

• Superscalar instruction fetch
• Out-of-order instruction retirement
• Speculative execution



Computer Architecture

• Instruction level parallelism
• Limitations of instruction level parallelism

• Data level parallelism
• Limitations of data level parallelism

• Thread level parallelism
• Limitations of thread level parallelism

• Accelerators
• Quantum



Limitations of microarchitecture trickery: 
security vulnerabilities
• See Prof. Mark Hill (U. Wisconsin) slides on Meltdown and Spectre

• Lipp, Moritz, et al. "Meltdown: Reading kernel memory from user 
space." 27th {USENIX} Security Symposium ({USENIX} Security 18). 
2018.
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Data Level Parallelism

Hennessy & Patterson. Computer 
Architecture: A Quantitative Approach



Data Level Parallelism

Wikimedia
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Dennard Scaling, Moore’s Scaling, Power Wall

Patterson & Hennessy. Computer Organization and Design: The Hardware/Software Interface.

For a few decades, shrinking transistors 
drove clock speeds higher.

Dennard Scaling: Shrinking transistors 
also use less power.

Win-win.

Circa 2005, Dennard Scaling hit physical 
limitations.



Drivers of CPU performance: scaling and 
architecture

Hennessy & Patterson. Computer Architecture: A Quantitative Approach



With end to Dennard’s scaling, the continuation of 
Moore’s law provided parallelism instead
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1940s 1950s 1960s 1970s 1980s 1990s 2000s 2010s

Analog 
continuous- 
time
computing

Analog 
computers for 
rocket and 
artillery 
controllers.

Analog 
computers for 
field problems.

1st 
transistorized 
analog 
computer.

Analog-digital 
hybrid 
computers.

…

Digital
discrete-
time
computing

Turing’s 
Bomba.

1st 
transistorized 
digital 
computer.

Moore’s law 
projection for 
transistor 
scaling.

Dennard’s 
scaling for 
transistor 
power density.

VLSI 
democratized.

FPGAs 
introduced.

End of 
Dennard’s 
scaling.

CPUs go 
multicore.

Cloud FPGAs: 
Microsoft 
Catapult. 
Amazon F1.

Stored program 
computer.

Microprogram
ming.

Instruction set 
architecture.

Reduced 
instruction set 
computers.

GPUs 
introduced.

Nvidia 
introduces 
CUDA.

ASICs: Google 
TPUs. DE Shaw 
Research 
Anton.

Transistor scaling and architectural abstractions
drive digital revolution, make analog alternatives irrelevant

Scaling challenges drive 
heterogenous architectures

Heterogenous architectures

Image sources: AnalogMuseum.org, ComputerHistory.org



Accelerators

AnandTech
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Classical

QuantumDigital(discrete variables)

Analog

(continuous variables)

Quantum chemistry
& high energy physics

Quantum circuit computers
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computation

Classical digital
von Neuman architectures

High dimensional
nonlinear optimization

Quantum annealers

Fluid dynamics
& plasma physics

Analog continuous-time 
accelerators

Computational 
neuroscience & pattern 

recognition

Analog neuromorphic 
networks
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Quantum Computing Progress and Prospects. National Academies Press.



Quantum Computing Progress and Prospects. National Academies Press.

Intel



Intel Computer History Museum



Intel

Wikipedia



An Outlook for Quantum Computing. Maslov et al.

How to factor 2048 bit RSA 
integers in 8 hours using 20 
million noisy qubits. Gidney 
and Ekerå. 2019.



A guide to the rest of the CS:APP textbook
CS:APP Chapter Rutgers CS / ECE course in AY24-25 for further study

4. Processor Architecture ECE 563 Computer Architecture I

5. Optimizing Program Performance CS 214 Systems Programming  / CS 415 Compilers

7. Linking CS 415 Compilers

8. Exceptional Control Flow CS 416 Operating Systems Design

9. Virtual Memory CS 214 Systems Programming  / CS 416 Operating Systems Design

10. System-Level I/O CS 416 Operating Systems Design

11. Network Programming CS 352 Internet Technology

12. Concurrent Programming CS 214 Systems Programming / ECE 451 Parallel & Distributed Computing

https://classes.rutgers.edu//soc/#keyword?keyword=QUANTUM&semester=92024&campus=NB&level=U,G

2024 Fall: ECE 493. Soljanin. Quantum Computing Algorithms. (seniors only). 
https://emina.flywheelsites.com/teaching/ 

2025 Spring: Physics 421. Roy. An Introduction to Quantum Computing. 
https://www.physics.rutgers.edu/ugrad/421/

https://classes.rutgers.edu//soc/


What my class is about

Graduate seminar on latest developments in
quantum computer engineering

What is quantum computer engineering??
• realizing quantum algorithms
• on prototype quantum computers
—a rapidly growing field!!

Goals of the course:
• explore open-source tools for using quantum computers
• read and discuss recent developments
• build foundation for you to pursue research

or to be experts in industry



Preview of the syllabus

• A systems view of quantum computer engineering
• Near-term intermediate-scale quantum algorithms
• Programming frameworks
• Emerging languages and representations
• Claims and counter claims for quantum advantage
• Extracting success
• Prototypes



Very important to help develop next iteration 
of this course.

•https://sirs.ctaar.rutgers.edu/blue

https://sirs.ctaar.rutgers.edu/blue

